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The	model	
•  Distance	between	points	
•  Points	that	are	close	to	one	another	are	similar	

•  Data	points	and	labels	
•  Label	examples:	
–  True/False	(spam?,	poisonous?,	enjoyable	to	watch?)	
–  Categories	(Ra9ngs:	G,	PG,	PG-13,	R,	NC-17)	
–  Names	of	presiden9al	candidates	
–  Favorite	programming	language	

•  Data	points:	vectors	
–  Distance	between	vectors	
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The	model	

•  k=3	or	5	
•  Classify	a	new	data	point	
– Find	k	nearest	labeled	points	and	let	them	
vote	on	the	new	output	

What	if	there	are	more	than	one?	
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The	model	

•  Reduce	k	un9l	we	find	a	winner	
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Classifier	

5	



Example:	Favorite	Languages	

•  Given	

	
	
	
•  Find	the	favorite	language	for	new	places	
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Example:	Favorite	Languages	
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Try	k-NN	for	all	loca9ons	
•  Predict	each	city’s	preferred	language	using	its	neighbors	other	than	itself		
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k-NN	for	all	loca9ons	

•  Best	result	with	k=3									(59%	accuracy)	
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Classify	each	point	in	the	grid	
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1-NN	Results	
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3-NN	Results	
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5-NN	Results	
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